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ABSTRACT
Lifelogging augments people’s ability to keep track of their
daily activities and helps them create rich archives and fos-
ter memory. Information workers perform a lot of their key
activities throughout the day on their desktop computers.
We argue that activity summaries can be informed by eye-
tracking data. Therefore we investigate 3 heuristics to cre-
ate such summaries based on screenshots to help reconstruct
people’s work day: a fixed time interval, people’s focus of
attention as indicated by their eye gaze, and a reading de-
tection algorithm. In a field study with 12 participants who
logged their desktop activities for 3 consecutive days we eval-
uated the usefulness of screenshot summaries based on these
heuristics. Our results show the utility of eye tracking data,
and more specifically of using reading detection to determine
key activities throughout the day to inform the creation of
activity summaries that are more relevant and require less
time to review.
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Categories and Subject Descriptors
H.5.m. [Information Interfaces and Presentation (e.g.
HCI)]: Miscellaneous

1. INTRODUCTION
Lifelogging is getting more prevalent and allows people to

archive their daily activities: from counting steps to record-
ing images throughout the day, the quantified self movement
has spurred a series of research that has shown the benefits
the review of such lifelogs has on memory and well-being [1,
14]. Especially information workers leave a rich digital trail
that can be used to reconstruct people’s work day, which al-
lows for performance assessments, conveying a feeling of pro-
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ductivity, and providing opportunities for reflection. Desk-
top activities are characterized by the continual switching of
attention throughout the day, such as attending to emails or
checking news and social networks [17]. Such back-and-forth
behavior makes it hard to recapitulate the achievements of
the day. Browser histories, for example, help us to keep
track of sites visited and articles read. To create activity
summaries based on the browser’s history alone may not
be sufficient though. Taking screenshots in regular intervals
gives a more holistic image of people’s daily activities [9,
8]. However, this may result in a huge set of images to sift
through. OCR (optical character recognition) can be used
to extract text and make such archives searchable, but for
creating activity summaries based on screenshots we still
lack a set of heuristics to determine the key moments for
triggering such screenshots.

Using eye tracking data has been found useful for deter-
mining people’s focus of attention, as well as giving insights
into people’s cognitive activities [20]. Low-cost eye track-
ers are becoming increasingly popular and allow us to track
such activities more permanently. Furthermore, activities,
such as reading, can be derived from looking at eye move-
ments [4]. To augment workers’ memory capabilities by
creating activity summaries based on a sequence of screen-
shots throughout the day, we set out to assess heuristics
to break down the sheer amount of images captured and
increase their relevance by using eye tracking data. There-
fore, we augmented people’s screens with eye trackers to
determine which application windows people focus on, and
also to perform reading detection rooted in the assumption
that detailed reading hints to key activities and informa-
tion. With the hypothesis that items read are more relevant
for screenshot summaries than random active windows, the
contribution of this paper is twofold :

1. We explore the utility of using reading detection to
capture desktop activities to create screenshot sum-
maries for memory support.

2. We show that reading detection is a useful heuristic
effectively reducing image volume and increasing the
relevance of reviews.

2. RELATED WORK
We base our work on research from the field of lifelog-

ging, eye tracking, and reading detection. The idea of using
personal cameras as ‘visual memory prosthetics’ [16] started
a movement towards capturing and archiving real-life expe-



riences which gave rise to the era of lifelogging. Research
around Microsoft’s SenseCam has demonstrated the appli-
cation of lifelogging for self and social refection [7, 12], for
monitoring health behaviors [18], and for supporting mem-
ory [1, 13]. Reviewing lifelogging data has been shown to
boost episodic, working and autobiographical memory [21].
Gemmell et al. [8], inspired by Bush’s idea of creating a sys-
tem to augment human memory through external tools [3],
developed MyLifeBits - a lifelogging platform to collect a
wide range of data including images, email, browser history,
and also analogue content [10]. Such vast activity archives
can be browsed, searched, and used for engaging in reflec-
tive activities. Isaacs et al. [14] showed that using electronic
tools to reflect on past memories has a positive effects on
memory and increases overall well-being. Le et al. [22] cre-
ated a set of design guidelines for reflective video summaries
based on their impact on episodic memory. But the sheer
amount of such digital records poses a challenge with regard
to how to present the resulting data sets. Prior work has ad-
dressed this challenge by collecting additional context data
during image capture to derive an image’s significance [11]
and detect and recognize activities [6, 5, 19].

Buscher et al. [2] proposed eye tracking for detecting desk-
top activities. Eye movements can give insights into people’s
cognitive processes and attentional focus [20], but especially
reading activities can be detected by looking at certain eye
movement pattern [4]. Kunze et al. [15] were even able
to distinguish different document types by classifying dis-
tinct eye movement patterns. To enable information work-
ers to archive their work and invite them to reflect on their
daily desktop activities, we propose a system that is inspired
by related lifelogging research and uses the tracking of eye
movements - more specifically eye focus and reading detec-
tion - to filter relevant activities throughout the day.

3. USER STUDY
We conducted a user study to evaluate three modes for

capturing desktop activities:

M1: at fixed time-intervals.

M2: eye-focus : focusing on a window with eye gaze.

M3: reading-detection : registering a reading activity.

M1 took a screenshot of the active application window
every 2 minutes . For M2 a screenshot was taken every time
the user’s eye gaze switched from one application window to
another or stayed in one window for 2 minutes, and M3
took screenshots whenever a reading activity was detected
as well as after 2 minutes of continued reading in the same
application window.

Two hypotheses build the foundation of this study: (H1)
we can draw a decently accurate picture of people’s desktop
by recording it through screenshots and (H2) we can use eye-
tracking, and more precisely reading activities as a heuristic
to support the selection of useful and memorable desktop
activities.

3.1 Methodology
The study had three conditions corresponding to the afore-

mentioned capture modes. In a repeated-measure design,
each participant spent one day in each condition. The con-
ditions were presented across three consecutive days. At the

Figure 1: Review screen showing a screenshot in-
cluding information about time taken and active ap-
plication window.

end of each day, we presented an image summary of their
desktop activity for that day, after which participants filled
in a questionnaire assessing the review’s utility, accuracy
and effect on recall.

3.2 Participants
The study was conducted with 12 participants with a

mean age of 28 (SD = 11.6) years. 8 males and 4 females
participated in the study, all of which were IT profession-
als or university students except for one retired person. 7
participants indicated to regularly wear glasses or contact
lenses, which was taken into account when calibrating the
eye-tracker. 9 participants were using external monitors at
their work station.

3.3 Apparatus
We augmented the laptops of the participants with Tobii

EyeX commercial eye trackers and our software developed
using the .NET framework. The software took screenshots
according to the assigned trigger and displayed the sequence
of screenshots upon request. It provided a review mode, in
which it enabled users to navigate between the screenshots
and to search using date, time and custom tags.

We adapted the reading detection algorithm described
by [4]. Therefore, we cleaned the data stream provided by
the Tobii EyeX trackers by clustering incoming data points
to eliminate outliers caused by measurement errors. Us-
ing these clusters, the algorithm calculates a regression line,
which is roughly horizontal for eye movements along a line.
This works especially well for detecting regressions, i.e. eye
movements against the reading direction as it is the case for
line breaks. In a pilot study we fine-tuned the algorithm by
asking participants to read, skim, and search short texts for
certain keywords.

3.4 Procedure
Participants were invited to our lab to initially set up the

software on their laptops. We explained the purpose of the
study and walked them through the calibration of the eye
tracker and the basic software functionality (see Fig.1). Par-
ticipants could quit the study at any time and pointed out
the possibility to temporarily disable the tracking software.
After participants had signed the consent form, they were
asked to fill in a pre-questionnaire to collect demograph-
ics and other information, such as average usage duration of



Figure 2: Subjective feedback results on perceived
volume of review, appropriateness of time required,
and relevance of screenshots for each mode. (X-axis:
question per mode, Y-axis: 7-point likert-style rat-
ing. 1=Strongly disagree and 7=Strongly agree.)

computers per day and usage of eye glasses. After the setup,
we asked participants to perform three reading tasks in or-
der to determine the accuracy of the reading detection al-
gorithm, namely to 1) read one paragraph in detail, 2) skim
a document, and 3) search for certain keywords in another
document. We asked participants to set up the eye tracker
and software once they got home in order to start the ex-
periment the following day. The sequence of conditions was
counter-balanced via latin-square. At the end of each day,
participants were asked to review the recorded screenshotss
and answer the daily questionnaire containing 16 likert-style
questions as depicted in table 2. The software triggered an
hourly reminder to review the daily activities starting at
5pm of each day to make sure participants completed the
review. When participants returned the eye tracker at the
end of the three days, we helped them uninstall the software
and administered a final questionnaire.

4. RESULTS

Software usage and accuracy.
In the pre-questionnaire participants reported to spend

on average 6.3 (SD = 2.2) hours per day with their com-
puter. We further logged interactions with our software:
on average, participants used the tracking software for 5.6
(SD = 3) hours per day. The initial reading tasks were de-
signed to give insights into the tracking accuracy, especially
regarding the reading detection. As for reading a paragraph
in detail, the algorithm correctly caught 75% of the read-
ing events. When skimming text, reading was detected in
33% of the cases and when searching for certain keywords
in 8% (skimming is characterized by fewer and shorter fixa-
tions and can involve back and forth eye movements, hence
reading is harder to detect).

Utility of collected archives.
Table 1 summarizes the quantitative measurements for the

presented reviews per day. The two measurements are: num-
ber of captured images and time taken for daily review.

Number of captured images. The results show that the num-
ber of pictures produced was significantly affected by the
trigger condition, F (1.12, 12.28) = 20.63, p <0.001, r =
0.8. Reading detection based capture resulted in the small-

Item
Mean value (SD) Diff.

amid
modes?M1 M2 M3

Number of captured
images

1447.58
(938.5)

341.17
(271.04)

73.0
(57.57)

Yes

Time taken for daily
review (in minutes)

10.6
(7.4)

13.5
(8.9)

12.0
(16.3)

No

Table 1: Summary of daily review quantitative mea-
sures and statistical significance of difference be-
tween modes

est number of images. Bonferroni post hoc tests revealed
a significant difference in the number of pictures produced
between all conditions, namely between time-interval based
and eye-focus, CI .95 = −1901.59 (lower) −311.24 (upper),
p = 0.007, between time-interval based and reading detec-
tion, CI .95 = 47.83 (lower) 488.51 (upper), p = 0.017, and
between eye-focus and reading detection, CI .95 = 635.027
(lower) 2114.14 (upper), p = 0.001.

Time taken for daily review. There was no detected statis-
tical difference between the modes, F (1.20, 13.18) = 0.29,
p = 0.64.

Table 2 summarizes the qualitative survey data. The me-
dian values for each survey question per condition are re-
ported. The question ID reflects its order in the survey. We
were able to detect statistical significance indicating the dif-
ference between the screen capture modes in Q2, Q3 and
Q8 survey data. For the remaining questions, they revealed
certain tendencies. The three questions were further inves-
tigated using post hoc analysis with Wilcoxon signed-rank
tests after applying Bonferroni corrections. Hence, results
were significant at p < 0.017. Figure 2 summarizes the sur-
vey results for Q2, Q3 and Q8. In the following, we report
on these questions in detail.

Q2: I perceived the volume/extent of the review as appro-
priate. There was a statistically significant difference in
perceived volume appropriateness between modes (χ2(2) =
13.911, p = 0.001). Median perceived volume levels for the
conditions time-interval, eye-focus, and reading-detection were
3.5 (2.25 to 4.75), 1.5 (1 to 3) and 5 (3 to 6.75), respec-
tively. There was a statistically significant reduction in per-
ceived volume in the reading detection vs. eye-focus mode
(Z = −3.078, p = 0.002). The review volume triggered by
reading detection was perceived as more appropriate.

Q3: The time taken for the review was appropriate. There
was statistically significant difference in the perceived time
appropriateness between the modes (χ2(2) = 15.350, p <0.001).
Median perceived time taken for the conditions time-interval,
eye-focus, and reading-detection were 3.5 (1.5 to 6), 2 (1 to
2.75) and 6 (5.25 to 7), respectively. There was a statistically
significant reduction in perceived time taken in the reading
detection vs. eye-focus mode (Z = −2.82, p = 0.005). The
review time triggered by reading detection was perceived as
more appropriate.

Q8: I found the screenshots presented relevant. There was
statistically significant difference in the perceived relevance



Table 2: Medians of user ratings in 7-point likert-
style for each condition. 1=Strongly disagree and
7=Strongly agree. Questions with statistical signif-
icance in mode difference are highlighted in green.
The highest-rated mode is highlighted in yellow.

of the screenshots based on the mode (χ2(2) = 8.227, p =
0.016). Median perceived screenshot relevance for the trig-
gers time-interval, eye-focus, and reading-detection were 3.5
(2.25 to 5), 2 (1.25 to 4) and 5 (4.25 to 6), respectively.
There was a statistically significant reduction in perceived
relevance of screenshots in the reading detection vs. eye-
focus mode (Z = −2.862, p = 0.004). The screenshots trig-
gered by reading detection were perceived as more relevant.

5. DISCUSSION
We focused our analysis on time, volume and content rel-

evance, since these are the most critical aspects for getting
users to engage in daily reviews. Here we found significant
differences in the volume produced by using the proposed
heuristics, but also in the subjective ratings of the resulting
screenshot summaries. We further grouped the exploration
of these heuristics into five categories: 1) comparison be-
tween quantitative and perceived review time and volume
measurements, 2) capture accuracy and perceived effective-
ness of content selection in the review, 3) perceived impact
of reviewing process on daily routines, 4) data archiving and
privacy concerns, and 5) search and retrieval of reviews

Perceived vs. quantitative review time and volume.
Volume and time required to perform reviews were per-

ceived to be more appropriate when triggered by the reading-
based screen capturing. This is in line with the quantitative
measurements as reading-based capture produced only 5%
of the number of images compared to fixed time-interval
screenshots. Hence, the time required for a review was per-
ceived to be more appropriate for reading-based collections.
However, the time measurement showed no significant differ-
ence between the three modes. People tend to spend more

time with relevant images rather than simply fast-forwarding
irrelevant screenshots. Hence, it can be argued that reading-
based screenshots are an effective means for capturing key
events bearing more relevance. Lingering on such records
allows users to engage in reflection, which has been shown
to support long-term memory [14].

Capture accuracy and content selection. Screenshots were
rated as most relevant when reading detection was the trig-
ger as compared to time-interval and eye-focus based cap-
ture. Users tended to agree that the reviews reflected their
daily activities regardless the capture mode. Some partici-
pants stated they would like data from previous days to be
included in their reviews.

Perceived impact on daily routines. Participants found the
reviews generally useful, particularly the reading-detection
based reviews. Reviews helped the participants to recall
daily activities with a tendency towards preferring eye-focus
based captured reviews.

Data archiving and privacy concerns. Participants did not
perceive the captured content as overly sensitive. How-
ever, participants were consistently agreeing that reviews
contained data they would not want archived.

Search and retrieval of reviews. Participants did not make
extensive use of search or filter functions. This could be
due to the rather short duration of the experiment, so there
was no need to search for items from the past. As the
archive grows, such functions could prove useful as partici-
pants found the functionality and the results useful within
their limited usage.

6. CONCLUSION
We set out to explore three different heuristics for trig-

gering desktop screenshots to create desktop activity sum-
maries. Overall, the reading detection trigger produced the
smallest number of images while maintaining the highest
satisfaction ratings by participants in terms of assigned rel-
evance, perceived volume and time required for the review.
Eye-focus alone can already be used to help filter out a sig-
nificant portion of captured screenshots, which confirms our
hypothesis (H2) of using eye-tracking data to detect key ac-
tivities. With regard to the accuracy of reflecting people’s
activities based on screenshots (H1) we found that screen-
shot summaries were well received, although their usage as
archives needs further investigation due to privacy impli-
cations and the limited duration of the study. Our inves-
tigation shows the feasibility of using eye-tracking to aug-
ment information workers’ capabilities: by identifying and
recording key activities, such records can be used to create
activity summaries that foster people’s memory and sense
of achievement. Such tracking will not be limited to pure
desktop activities, but can expand to mobile devices as well
to create comprehensive activity logs of the day.
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