ISWC '16, SEPTEMBER 12-16, 2016, HEIDELBERG, GERMANY

RSVP on the Go - Implicit Reading Support on Smart
Watches Through Eye Tracking

Tilman Dingler, Rufat Rzayev, Valentin Schwind, Niels Henze

University of Stuttgart — VIS, Stuttgart, Germany
{firstname.lastname} @ vis.uni-stuttgart.de

ABSTRACT

While smartwatches have become common for mobile inter-
action, one of their main limitation is the limited screen size.
To facilitate reading activities despite these limitations, read-
ing with Rapid Serial Visual Presentation (RSVP) has been
shown to be feasible. However, when text is presented in
rapid sequence, single words are easily missed due to blink-
ing or briefly glancing up from the screen. This gets worse
the more the reader is engaged in a secondary task, such as
walking. To give implicit control over the reading flow we
combined an RSVP reading application on a smartwatch with
a head-worn eye tracker. When the reading flow is briefly in-
terrupted, the text presentation automatically pauses or back-
tracks. In a user study with 15 participants we show that using
eye tracking in combination with RSVP increases users’ com-
prehension compared to a touch-based UI to control the text
presentation. We argue that eye tracking will be a valuable
extension for future smartwatch interaction.
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INTRODUCTION

Reading with Rapid Serial Visual Presentation (RSVP), a
concept originally introduced by Forster [6], has recently
gained considerable attention. RSVP for text presents words
sequentially. As it requires screens to present only single
words, this presentation technique is especially promising
when screen real-estate is limited. Smartwatches with partic-
ularly small screens are therefore well suited for it. However,
reading via RSVP requires high user attention since words are
flashed in rapid sequence. This makes reading while perform-
ing an additional task, e.g. walking, challenging. Even small
distractions cause users to briefly look up from the screen and
hence lose part of the currently displayed sentence.
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Figure 1. Participant reading a text on a smartwatch while monitoring
city or country names on a secondary display. Left: the reading flow is
controlled explicitly through touch. Right: the reading flow is controlled
implicitly through eye-gaze.

To avoid missing vital text parts, controls are required to
pause and resume the flashing of words. RSVP is typically
controlled using explicit user input. However, pressing a but-
ton or performing a gesture requires time, attention and ac-
curacy. Explicit input can therefore be challenging for short
and frequent interruptions. Looking up from the screen while
walking to adjust the walking direction, for example, can take
less than a second. For such brief interruptions, we created a
system, which allows users to implicitly control RSVP text
presentation. Therefore, we augmented readers with a mobile
eye tracker to detect when the reading flow is interrupted and
pause the sequence of words accordingly. In case of longer
interruptions, the text backtracks to the beginning of the sen-
tence to restore the reader’s context. Hence, we aim to com-
bine the advantages of normal reading, which allows read-
ers to freely switch their focus between text and environment,
with the advantage of RSVP requiring very little screen space.
In this paper we present a system that uses RSVP to present
text on a smartwatch and allows users to explicitly or implic-
itly control the text presentation. We conducted a study with
15 participants to investigate the advantages of implicit eye
gaze control. The contribution of this paper is as follows:

1. We present a system for smartwatches that uses eye track-
ing to control the reading flow with RSVP.

2. A study that shows the advantage of implicit RSVP control
while engaged in a secondary task.

RELATED WORK

Limited screen size poses a challenge for reading User In-
terfaces (Uls), which has been subject to previous investi-
gations: reading performance on mobile devices generally
increases with bigger font size, even more so it affects the
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readers’ subjective preference and lowers levels of perceived
difficulty [1, 2]. A secondary task, such as walking, fur-
ther decreases reading performance while increasing cogni-
tive load [14]. RSVP has been suggested for usage on mobile
devices and wearables in order to trade space for time [3].
As smartwatches with an even more limited screen real estate
become more prevalent, this technique has also gained com-
mercial interest!. Text can be displayed larger and of higher
resolution as only a single word needs to fit on the display at
a time. Originally coined by Forster [6], RSVP describes an
experimental model for temporal characteristics of attention,
in which users focus on visual stimuli sequentially presented
in the same place. Thereby subsequent targets are poten-
tially missed especially when they occur in rapid succession
(180-450ms), which Raymond et al. [13] described as atten-
tional blink. When users are engaged in a secondary task,
more stimuli are potentially missed. This is especially criti-
cal for reading activities, where missing parts of a sentence
may severely inhibit readers’ text comprehension. In a for-
mer study we investigated the feasibility of RSVP to increase
reading speed on electronic devices: high reading speed with
RSVP lead users to easily miss entire words and thereby lose
text context [5]. Hedin and Lindgren [8] investigated RSVP
on mobile devices with regard to its effects on reading com-
prehension and efficiency: by comparing RSVP to reading
with scrolling they found that with RSVP speed and compre-
hension is high, but users were generally uncomfortable with
the technique. This may especially be due to a perceived lack
of control over the reading flow.

First work on gaze-based interaction focused on the user-
computer dialogue in a natural and unobtrusive way [9]. Kern
et al. [11] investigated the feasibility of using eye-tracking
to facilitate the resumption of an interrupted task: they de-
veloped a system that provided visual placeholders to high-
light the last gaze position which allowed users to efficiently
switch between tasks. Hansen et al. [7] added gaze-tracking
to smartwatches to allow hands-free interaction through gaze
gestures. Dickie et al. [4] introduced a platform for sens-
ing eye contact on mobile screens based on an infrared cam-
era system. They further discussed a reading application us-
ing RSVP and controlling the reading flow through eye-gaze.
However, the application was neither implemented nor tested.

Concluding, reading with RSVP seems generally feasible in
situations, in which screen real-estate is severely limited, as
is the case with watches. But especially with regard to mon-
itoring a second task, users may lose text context by missing
words, which compromises text comprehension. In order to
give users control over the reading flow, we apply eye-gaze
tracking as an implicit interaction technique and hypothesize
certain advantages over explicit reading control.

EXPLICIT AND IMPLICIT RSVP CONTROL

We developed a prototype that enables users to explicitly or
implicitly control RSVP text presentation. The system con-
sists of a smartwatch with a touchscreen and an eye tracker.

1http ://spritzinc.com/
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Figure 2. RSVP reading interface with four visual markers augmenting
the smartwatch to detect when user’s eye gaze is directed at the watch.

Therefore, we implemented an Android Wear RSVP applica-
tion based on an open source framework? for the Motorola
Moto 360 smartwatch. The Moto 360 runs Android (version
6.0.1) and has a circular 320x290 pixel 1.56” touchscreen
display with a 46 mm diameter. The application displays text,
which is shown word by word with a specially colored letter
serving as a focal point for the readers eyes to focus on (see
Fig. 2). The number of words shown per minute (e.g. 200
words per minute) can be freely selected from the applica-
tion’s setting.

Users explicitly control the text flow through the touchscreen
of the smartwatch: reading can be paused and resumed
through simple taps (Fig. 1 (left)). To allow readers restore
the reading context, the text presentation goes back to the be-
ginning of the current sentence in case of longer pauses (i.e.
longer than 5 seconds). We use an eye tracker to enable im-
plicit control over the text presentation (Fig. 1 (right)). For
tracking the user’s eye movements, we use the Pupil Pro eye
tracker by Kassner et al. [10], which comes with a 3d-printed
frame and a software package for calibration, gaze detection,
and surface registration. The modular eye tracker consists of
a 120Hz head-mounted monocular camera with a resolution
of 640x480 pixels and a world camera with 30Hz which de-
livers the video stream in FullHD. We attached four visual
markers, each with a size of 20 mm x 20 mm, to the bezels of
the smartwatch screen (see Fig. 2), which allow the software
to determine whether the eye gaze is directed inside or out-
side of the marked rectangle, i.e. users look at the smartwatch
display or not. The gap between markers constitutes 14mm
(vertically) and 64 mm (horizontally), so that the diameter of
the registered virtual surface corresponds to the diameter of
the watch interface. The eye tracker communicates with the
smartwatch using the Pupil Capture software®, which entails
the Pupil Server plugin for broadcasting eye gaze data over
a network. The Android Wear application on the smartwatch
receives the data stream and determines whether the user is
currently looking at the watch or not. Hence, the reading flow
pauses when the user looks away and automatically resumes
when the user looks back at the watch. In case of a longer
reading pause (longer than 5 seconds), the reading position is
further reset to the beginning of the current sentence.

2https ://github.com/andrewgiang/SpritzerTextView
3https ://github.com/pupil-labs/pupil



USER STUDY

To compare explicit with implicit control of RSVP reading
flow we conducted a user study where participants read texts
with the system described above. We hypothesized that an
adaptive reading interface taking into account the user’s eye
gaze would lead to higher text comprehension and reading
confidence.

Study Design

We employed a repeated-measures design with the RSVP
control modality being the independent variable resulting in
two conditions: 1) manual control through touch interaction
(tap) and 2) implicit control through eye gaze (eye gaze). For
each condition we introduced a secondary task: while reading
on the smartwatch, participants were asked to monitor words
displayed on a desktop monitor in front of them. Shown
words were either countries or city names. If a word was a
country name, participants had to press a button on the key-
board. City names had to be ignored. Words were shown
for 10 to 15 seconds. As dependent variables we measured
1) overall task completion time, 2) comprehension scores,
3) tracked eye movements (i.e. reading pauses), 4) errors
on the secondary task, i.e. number of countries missed, and
5) measured mental load using a NASA TLX questionnaire
after each condition.

Procedure

After welcoming and introducing participants to the purpose
of the study we asked them to sign a consent form and
recorded demographic data. We then introduced the RSVP
reading interface on the smartwatch and set up the mobile
eye tracker, which required a brief calibration for each partic-
ipant. We explicitly asked to keep the arm wearing the watch
rather still so that it remained in the camera view of the mo-
bile eye tracker. After they had familiarized themselves with
the interface and the available controls, we assigned partic-
ipants to a starting condition. We then asked them to read
while completing the secondary task, whereas we instructed
them to treat both tasks as equally important. After each text
we administered a 10-item comprehension test. For each con-
dition, participants read 2 texts, after which they completed a
NASA TLX questionnaire. We counterbalanced both the se-
quence of conditions via latin-square as well as the allocation
between tasks and reading texts. All texts were taken from
a collection used for English as a Second Language (ESL)
learners, an adaption from [12]. These texts came with a
predefined set of 10 comprehension questions per text and
comprised on average 548 words (SD = 2.87). Since par-
ticipants read 2 texts per condition, the maximum compre-
hension score per condition was 20. The study took about
50 minutes per participant, which was concluded with a final
questionnaire.

Participants

We recruited 15 participants (11 males, 4 females) through
a university mailing list. With a mean age of 26.5 years
(SD = 3.5) most had a background in IT or were university
students. All reported English to be their second language,
3 were wearing contact lenses (20%), 5 glasses (33.3%). 8
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SESSION: ACTIVITY RECOGNITION AND SENSING

of them indicated to be familiar with the RSVP reading tech-
nique (53.3%), 8 were wearing watches on a regular basis
(53.3%), none of which were smartwatches. Participants
were rewarded 10EUR for taking part in the study.

RESULTS
Each participant read in total 4 texts, 2 in each condition. Ta-
ble 1 summarizes the descriptive system measurements.

explicit implicit
interaction interaction
Md M SD | Md M SD
Number of 8 135 | 1173 | 29 | 309 | 6.14
pauses
Percentage of 0 | 1402 | 1854 | 625 | 984 | 1259
missed countries
Num. of mistakes | -, 06 | 074 | 1 | 093 | 1.22
on secondary task
Task completion | 07 5 | 3133 | 464 | 3504 | 354.1 | 453
times (second)
gompfehe““o“ 16 | 158 | 1.88 | 18 | 17.33 | 1.67
COores

Table 1. System measurements for both conditions: explicit (touch) and
implicit (eye gaze).

Objective Measures

A Wilcoxon Signed-Ranks Test revealed that the median of
the comprehension scores for the eye gaze condition (Md =
18) was significantly higher than for the tap condition (Md =
16), Z = 74.5, p = .041. Thus, participants had a better un-
derstanding of the read text when reading with implicit con-
trol using the eye tracker. Another Wilcoxon Signed-Ranks
Test also revealed that the median of the average number of
pauses for the tap condition (Md = 8) was significantly lower
than for the eye gaze condition (Md = 29), Z = 105.0,p =
.001. In sum, participants made 9 mistakes on the secondary
task, i.e. cities were selected instead of countries, during the
tap condition (Md = 0) and 14 mistakes during the eye gaze
condition (Md = 1). We found no statistically significant
differences between the percentage share of missed countries
while tapping (M = 14.019,SD = 18.539) vs. while using
eye gaze (M = 9.842,SD = 12.599), 1(14) = 1.549,p =
144, r = .842. There was a statistically significant difference
between task completion times for the tap condition (in sec-
onds: M = 313.3,SD = 46.4) and the eye gaze condition
(M =354.1,SD = 45.3), t(14) = =2.383, p = .032, r = .044,
where participants took more time when reading with implicit
control over the text presentation.

Subjective Feedback

As for the subjective assessment through the Nasa TLX ques-
tionnaire, a student t-test showed no statistically significant
difference between the tap condition (M = 10.278,SD =
2.564) and eye gaze condition (M = 10.289,SD = 2.293),
t(14) = —.014, p = 989, r = .190. Thus, we found no effect
of the control mechanism on the perceived mental load. In
the final questionnaire most participants reported the frequent
taps to pause the text to be annoying and hence preferred
the support through eye-gaze. However, they felt a lack of
control, since the implicit pauses entailed no noticeable feed-
back.
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DISCUSSION AND LIMITATIONS

Comprehension was higher for implicit than for touch in-
teraction. Therefore, eye gaze interaction seems to be less
distracting than when explicitly having to control the read-
ing flow, which confirms, our hypothesis. While the average
number of pauses was also higher in the eye gaze condition,
switches between tasks seem to have been done with ease:
participants reported in the explicit interaction condition that
they sometimes looked up without pausing the text flow in
order to take a brief glance at the secondary screen. Hence,
they compromised on text comprehension, whereas the eye
gaze interaction implied a pause during a quick glance. This
is also what contributed to the overall increase in task com-
pletion time. The monitoring task we employed as a sec-
ondary task was meant as a distraction task. Because of the
eye tracker’s sensitivity to large head motions, we refrained
from having participants perform a walking task. With more
robust trackers we would like to test our hypothesis in the
context of a navigational and therefore spacial task. Although
we designed the eye-gaze interaction with RSVP in mind, a
similar approach could be taken to control the flow of auto-
matic scrolling through text displayed on a conventional read-
ing interface. Other reading techniques as proposed by [5]
could also benefit from eye-gaze tracking to dynamically ad-
just reading speed, for example. Further, we envision front-
facing cameras soon to be able to detect the user’s eye gaze
which will render the mobile eye tracker obsolete and allow
for more widely applied eye-gaze interactions, also for read-
ing Uls.

CONCLUSION

In this paper we described a working prototype to control
reading flow in a RSVP reading Ul through the user’s im-
plicit eye gaze. When reading on mobile devices screen size
is limited and distractions from the environment can hinder
the reading flow. In our user study, we showed that gaze in-
teraction is more effective than having users explicitly pause
and resume reading through touch. Hence, we showed eye
gaze as an implicit interaction modality to support reading on
the go while monitoring a secondary task.
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